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Introduction to

Machine Learning
Lecture 8

How can we develop systems that learn from
examples?
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Agenda

* What is Machine Learning?
» Key Terminology
 Machine Learning Tasks

» Challenges/Issues

* Developing a Machine
Learning Application

Agent Testing
Too\atﬁ!
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What is Machine Learning (ML)?

The study/construction of algorithms that can
learn from data

The study of algorithms that improve their
performance P at some task T with experience E

— Tom Mitchell (CMU)

Fusion of algorithms, artificial intelligence,
statistics, optimization theory, visualization, ...

Introduction to Machine Learning

July 6, 2017 K]



Wentworth Institute of Technology = COMP3770 — Atrtificial Intelligence | Summer 2017 | Derbinsky

Natural Language Processing (NLP)

~0 Modern NLP algorithms
g are typically based on
statistical ML

Applications
— Summarization
— Machine Translation
— Speech Processing
— Sentiment Analysis

Introduction to Machine Learning

July 6, 2017 4



Wentworth Institute of Technology = COMP3770 — Atrtificial Intelligence | Summer 2017 | Derbinsky

Computer Vision

Methods for acquiring,
processing, analyzing,
and understanding
Images

Applications
— Image search
— Facial recognition
— Object tracking
— Image restoration
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Games, Robotics, Medicine, Ads, ...

18 19 20 21 22 23 24
vy

Machine Leavanin
@ Net<lix
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Machine Learning is in Demand!
. Postn | say

Data Scientist $113,436
Machine Learning Engineer $114,826
Software Engineer $95,195

“A data scientist is someone who knows more statistics than a computer
scientist and more computer science than a statistician.”
— Josh Blumenstock (UW)

“Data Scientist = statistician + programmer + coach + storyteller + artist”
— Shlomo Aragmon (lll. Inst. of Tech)

"glassdoor.com, National Avg as of June 24, 2017
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Key Terminology

Let's consider a task [that we will revisit in
greater detail]: handwritten digit recognition

Have the computer correctly identify...

%) 2 1 1 5
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Instances and Features

* In this case, we could represent

| | | | | each digit via raw pixels:
21 e ‘ 28x28=/84-pixel vector of
o greyscale values [0-255]
21 EmEEEEE-EE= — Dimensionality: number of features
-k T per instance (|vector|)
ol == e » But other data representations
mEx ommE" are possible, and might be
5| EEEEEEES advantageous
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(or attributes)

In general, the problem of feature
selection is challenging
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Spot the Vocabulary!

Features e————

Derbinsky

l — — = =l
Outlook Temperature Humidity Windy Play
sunny 85 85 false no
sunny 80 90 true no
overcast 83 86 false yes
rainy 70 96 false yes
rainy 68 80 false yes
rainy 65 70 true no
overcast 64 65 true yes
sunny 12 95 false no
sunny 69 70 false yes
rainy 75 80 false yes
sunny 75 70 true yes
overcast 12 90 true yes
overcast 81 75 false yes
rainy A 91 true no
Instance
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When trying to predict a particular feature given

the others

target, label, class, concept, dependent

“Target” Feature

Outlook Temperature Humidity Windy Play
sunny 85 85 false no
sunny 80 90 true no
overcast 83 86 false yes
rainy 70 96 false yes
rainy 68 80 false yes
rainy 65 70 true no
overcast 64 65 true yes
sunny 72 95 false no
sunny 69 70 false yes
rainy 75 80 false yes
sunny 75 70 true yes
overcast 12 90 true yes
overcast 81 75 false yes
rainy 1A 91 true no
—/
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Machine Learning Tasks

 Supervised

— Given a training set and a target variable,
generalize, measured over a testing set

 Unsupervised

— Given a dataset, find “interesting” patterns; potentially
no “right” answer

e Reinforcement

— Learn an optional action policy over time; given an
environment that provides states, affords actions, and
provides feedback as numerical reward, maximize
the expected future reward
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Supervised Learning (1)

‘Pract{ce
Exam Fimad
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Supervised Learning (2)

Training Set Testing Set

Goal: generalization
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Supervised Tasks (1)

Classification

* Discrete target * Binary vs. multi-class

SepaILength SepaIW|dth PetaILength PetalWidth m

setosa
4.9 3.0 14 0.2 setosa
4.7 3.2 1.3 0.2 setosa
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Supervised Tasks (2)

Regression

« Continuous target

mpg cylinders displacement horsepower weight acceleration model year origin car name
18 8 307 130 3504 12 70 1 chevrolet chevelle malibu
15 8 350 165 3653 11.5 70 1 buick skylark 320
18 8 318 150 3436 11 70 1 plymouth satellite
16 8 304 150 3433 12 70 1 amc rebel sst
17 8 302 140 3449 10.5 70 1 ford torino
15 8 425 158 4341 10 70 1 ford galaxie 500
14 8 454 220 4354 S 70 1 chevrolet impala
14 8 440 215 4312 8.5 70 1 plymouth fury iii
14 8 455 225 4425 10 70 1 pontiac catalina
15 8 350 150 3850 8.5 70 1 amc ambassador dpl
15 8 383 170 3563 10 70 1 dodge challenger se
14 8 340 160 3609 8 70 1 plymouth ‘cuda 340
15 8 400 150 3761 9.5 70 1 chevrolet monte carlo
14 8 455 225 3086 10 70 1 buick estate wagon (sw)
24 4 113 S5 2372 15 70 3 toyeota corona mark ii
22 6 198 95 2833 15.5 70 1 plymouth duster
18 6 155 97 2774 15.5 70 1 amc hornet
21 6 200 85 2587 16 70 1 ford maverick
27 4 97 88 2130 14.5 70 3 datsun pl510
26 4 57 46 1835 20.5 70 2 volkswagen 1131 deluxe sedan
25 4 110 87 2672 17.5 70 2 peugeot 504
24 4 107 S0 2430 14.5 70 2 audi 100 Is
25 Bl 104 95 2375 17.5 70 2 saab SSe
26 4 121 113 2234 125 70 2 bmw 2002
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Under/Over-fitting

Underfitting: the model
does not capture the
important relationship(s)

Overfitting: the model : o \“\
describes noise instead of - o o

the underlying ; 5 —
relationship | O l
Approaches . = I
 Regularization ; — 5 1

« Robust evaluation
— Cross validation

Introduction to Machine Learning
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Validation Set

* One approach in an ML-application pipeline
IS to use a validation dataset (could be a
holdout from the training set)

* Each model is built using just training; the
validation dataset is then used to compare
performance and/or select model parameters

» But still, the final performance is only
measured via an independent test set

Introduction to Machine Learning
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More Training Data = Better

* In general, the greater the amount of
training data, the better we expect the
learning algorithm to perform

— But we also want reasonable amounts of
validation/testing datal!

* S0 how do we not delude ourselves,
achieve high performance, and a
reasonable expectation of future
performance?

Introduction to Machine Learning
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k-Fold Cross-Validation

« Basic approach
— Divide the data into k randomly selected partitions
(typically 10)
— For each, use the fold as test data, the remainder

as training data (i.e. repeat the train/test process
K times)

— Average results

* To control for unfortunate outcomes in
random selection, consider repeating (e.g. 10
X 10-fold cross validation = 100 train/test)

— Expensive!
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k-Fold Cross Validation Visualized

Held-Out
Data

Held-Out
Data
Held-Out
Data
Test
Data
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Common Algorithms

Instance-based
— Nearest Neighbor (kNN)

 Tree-based
— |ID3, C4.5, Random Forests

« Optimization-based
— Linear/logistic regression, support vector machines (SVM)

 Probabilistic
— Naive Bayes

 Artificial Neural Networks
— Backpropagation
— Deep learning

Introduction to Machine Learning
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KNN

Training Testing

« Store all examples * Find the nearest k
neighbors to target
— Via distance function

 \ote on class

Non-parametric algorithm (i.e. grows
with |examples|!)

Introduction to Machine Learning
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2D Multiclass Classification

Boundary Tree 1-NN via Linear Scan

Introduction to Machine Learning
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Decision Trees/Forests

Petal.Length < 2.45
1

Explicit knowledge
Representation, vs. implicit

Petal. Width < 1.75

setosa

Petal.Length < 4.95 Petal.Length < 4.95
lSepaI.Ler{gth < 5-1? _ | _ virginica virginica
versicolor versicolor virginica
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Support Vector Machine (SVM)

Number of cells

Kernel trick

Input space
1 Training samples o Training samples
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Artificial Neural Networks (ANN)

FEEDFORWARD NETWORK
Hidden

Perceptron s

hidden layer

Linear classifier

Feedforward vs.
Recurrant

N

STACKED AUTOENCODERS

Hidden Il Outputs

Backpropagation

5

°

s
[ [ [ r o » o

Deep Architectures

Gradient descent Vanishing Gradient

Introduction to Machine Learning
July 6, 2017 27




Wentworth Institute of Technology = COMP3770 — Artificial Intelligence | Summer 2017 | Derbinsky

Unsupervised Learning

No right answer, find “interesting” structure
or patterns in the data

Tasks
— Clustering
— Dimensionality reduction
— Density estimation
— Discovering graph structure
— Matrix completion

Introduction to Machine Learning
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Common Algorithms

» k-Means Clustering

» Collaborative Filtering

* Principle Component Analysis (PCA)
» Expectation Maximization (EM)

* Artificial Neural Networks (e.g. RBM)

Introduction to Machine Learning
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k-Means Clustering (1)

* Pick K random points
as cluster centers
(means)

 Alternate:

— Assign data instances
to closest mean

— Assign each mean to
the average of its
assigned points

« Stop when no points’
assignments change

Introduction to Machine Learning
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0s

k-Means Clustering (2)
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Example: Google News

Group articles
— Unsupervised

Group labels
— Supervised
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News

ntinues As Pakistan Army Battles Taliban
oice of America - 10 hours ago

By Barry Newhouse Pakistan's military said its forces have killed 55 to 60 Taliban
militants in the last 24 hours in heavy fighting in Taliban-held areas of the northwest
Pakistani troops battle Taliban militants for fourth day guardian.co.uk

Army: 55 militants killed in F’ak\stan fighting The
Christian Science Monitor -
all 3,824 news articles »

ociated Pre
- Bloomberg - New York Times

Sri Lanka admits bombing safe haven

guardian.co.uk - 3 hours ago

Sri Lanka has admitted borbing a "safe haven” created for up to 150000 civiians
fleeing fighting between Tamil Tiger fighters and the army.

Chinese billions in Sri Lanka fund battle against Tamil Tigers Times Online
Huge Operation Under Way in Sri Lanka Voice of America

BBC News - Reuters - AFP - Xinhua

all 2.492 news articles »

WA taday

Search News | Searchthe Web | sanced nenssearch

Search and browse 25,000 news sources updated continuously.

Weekend Opinionator: Souter, Specter and the Future of the GOP.
New York Times - 48 minutes ago
By Tobin Harshaw An odd week. While Barack Obama celebrated his 100th day in office,

the headlines were pretty much dominated by the opposition party, albeit not in the way
many Republicans would have liked

US Supreme Court Vacancy An Early Test For Sen Specter ‘Wall Street Journal
Letters: Arlen Specter, Notre Dame, Chrysler Houston Chronicle

The Associated Press - Kansas City Star - Philadelphia Inquirer - Bangor Daily News
all 401 news articles »

FOXNew

Joe Biden, the Flu and You
New York Times - 48 minutes ago
By GAIL COLLINS The swine flu scare has made it clear why Barack Obama picked Joe 4
Biden for vice president. David Brooks and Gail Collins talk between columns.
After his flu warning, Biden takes the train home The A iated Press
Biden to visit Balkan states in mid-May ‘Washington Post

an t.meru:v Monitor - Bigj -

e of America

Business » edit
ment Candidates’ 2008 Performance Subpar

Bloomberg -2 hours ago

By Hugh Son, Erik Holm and Andrew Frye May 2 (Bloomberg) -- Billionaire Warren Buffett said a
candidates to replace him as chief investment officer of Berkshire Hathaway Inc. failed to beat
percent decline of the Standard & Poor's 500 ...

Buffett offers bleak outlook for US newspapers Reuters
Buffett: Limit CEO pay through MarketWatch

CNBC - The Associated Press - guardian.co.uk
all 1.454 news articles » KA

Chrysler's Fall May Help Administration Reshape GM
New York Times -5 hours ago
Auto task force mermbers, from left: Treasury's Ron Bloom and Gene Sperling, Lahuvs
Edward Montgomery, and Steve Rattner. BY DAVID E. SANGER and BILL VLASI
WASHINGTON - Fresh from pushing Chrysler into bankruptcy, President Obama s
economic tearn ..
& Comment by Gary Chaison Prof. of Industrial Relations, Clark University

reality sets in for Chrysler, workers Detroit Free Press
Washington Post - Bloomberg - CNNMoney. com
all 11.028 news articles » & OTC:FIATY — BITFR -

What Disney-Hulu Means for Apple

BusinessWeek - Apr 30, 2009

By Cliff Edwards When Walt Disney (DIS) said it would start streaming shows via online

video site Hulu, attention immediately tumed to what the deal means for Hulu rival
ouTube as well as for CBS, the only major network outside Hulu's orbit

ABC to Add Its Shows to Videos on Huly New York Times

D\sney oins Fox and NBC as joint venture partner of Hulu Lt

Wall Street Joumal - Computerworld - Register

Teleqtaph

Down To Business: Are Execs Twittering Their Time Away?
InformationWeek - 18 hours ago

Clearly, the rules of social networking engagement are still evolving. Either these tools are
shedding light on business issues, or are they're just a distraction.

@ Video: Social Networking Fox News

th Twitter as sour tour quide, hitting LA's hot spots is a breeze USA Today

Post - Tampabay.com - YNUNet com

Telequapt

aII 90 news ar\u:les »
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Reinforcement Learning (RL)

Choose actions to maximize future reward

When Pavlov's Dog Begs ...

S

O

W27,

| .
| |

WATCH WHAT |
CAN MAKE PAVLOV DO.
A6 SOON AS | DROOL,
HE'LL SMILE AND WRITE
IN HIS LITTLE Book.
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|
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The RL Cycle

Issues. credit assignment, exploration vs.
exploitation, reward function, ...

Agent

state

action
St
a;
reward
i1 4 )
<=
5t+1 k j
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Temporal Difference (TD) Learning

Q(St, at) — Q(Sta at) + 04[”'“t+1 - WQ(StH, at+1) — Q(Sta at)]

« Evidence that some neurons (dopamine) operate
similarly

» Lead to world-class play via TD-Gammon (neural
network trained via TD-learning)

Introduction to Machine Learning
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Issues/Challenges

* Big Data
« Curse of Dimensionality
* No Free Lunch

Introduction to Machine Learning
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Big Data — The Four V's

Data Volume Data Veracity

Uncertain

Certain

Homogenous

Static
Heterogeneous

Real-time

Data Velocity Data Variety

Parametric algorithm: model does not grow with data size

Introduction to Machine Learning
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The Curse of Dimensionality

“Various phenomena that arise when analyzing and
organizing data in high-dimensional spaces (often
with hundreds or thousands of dimensions) that do
not occur in low-dimensional settings such as the
three-dimensional physical space of everyday
experience.” — Wikipedia

 Memory requirement increases
* Required sampling increases
 Distance functions become less useful

Introduction to Machine Learning
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No Free Lunch

* There is no universally best model — a set
of assumptions that works well in one
domain may work poorly in another

* We need many different models, and
algorithms that have different speed-
accuracy-complexity tradeoffs

Introduction to Machine Learning
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Machine Learning Applications

1. Collect the data
2. Preprocess the data

3. Analyze the input data
— Model selection

4. Train, evaluate
5. Deployment

Introduction to Machine Learning
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Collecting Data

 Public data sets
— RSS feeds

* Application Programming Interface (API)
» Generate via sensors/logs

Introduction to Machine Learning
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Preprocessing

« Converting formats
— Binning
— Mapping
— Cleaning

Introduction to Machine Learning
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Data Analysis

» |dentifying incorrect/outlier/missing data

» Use domain knowledge & simple
statistical/visual results
— Model selection
— Feature selection/production

* Understand under/over-representation

Introduction to Machine Learning
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Train, Evaluate

* Methods for meta-parameter selection
(e.g. kin KNN)
— Cross validation

* Iteration is likely, might consider multiple

models if algorithmic assumptions to not
match application/data

Introduction to Machine Learning
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Application Deployment

» Automate the data collection/processing
pipeline
» May have to re-iterate given...
— Real-world data
— Performance constraints
— Changes in application requirements

Introduction to Machine Learning
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Summary

« Machine Learning is the study of algorithms that can learn from data

« Datasets are typically represented as a set of n instances/examples,
each composed of k-dimensional feature vectors

* Machine Learning tasks include supervised (classification,
regression), unsupervised, and reinforcement

 In the search for generalization over training data, supervised
algorithms are seeking an ideal tradeoff between under/over fitting

« Machine Learning applications involve an iterative process of data
collection/preprocessing/analysis, training/evaluation, and eventual
deployment
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