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Machine Learning!?
The development and 
application of computer 
systems that can learn 
from data.

We judge that learning
has taken place when 
“performance” on some 
task improves after 
exposure to data.
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Kinds of Learning
• Supervised. Given “labeled” data, generalize to new inputs

• Unsupervised. Given data, find “interesting” patterns

• Reinforcement. Learn actions given experience + reward
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ML is Saving the World
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ML is Changing the World
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ML is in Demand!
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*glassdoor.com, National Avg as of July 27, 2016

Position Salary*

Data	Scientist $113,436

Machine	Learning	Engineer $114,826

Software	Engineer $95,195

“A	data	scientist	is	someone	who	knows	more	statistics	than	a	computer	
scientist	and	more	computer	science	than	a	statistician.”
– Josh	Blumenstock (UW)

“Data	Scientist	=	statistician	+	programmer	+	coach	+	storyteller	+	artist”	
– Shlomo Aragmon (Ill.	Inst.	of	Tech)
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Your 1st ML Algorithm
k-Nearest Neighbors
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Movie	Title #	of	Kicks #	of	Kisses Type	of	Movie

California	Man 3 104 Romance

He’s	Not Really	into	Dudes 2 100 Romance

Beautiful	Woman 1 81 Romance

Kevin	Longblade 101 10 Action

Robo Slayer	3000 99 5 Action

Amped	II 98 2 Action

Foo	Bar	Baz 18 90 ?
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Your 1st ML Algorithm
k-Nearest Neighbors
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Learning Simple Shapes
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Ground Truth 1-Nearest Neighbor
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What is “Big Data”?
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Our	goal: learning	that	gets	more	accurate,	but	not	slower,	with	more	data

Data	Volume

MB

GB

TB

Data	Veracity

Certain

Uncertain

Data	Velocity

Static

Real-time

Data	Variety

Homogenous

Heterogeneous
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The Boundary Forest Algorithm
• The promise

– About as accurate as kNN
– Scales logarithmically

+1000x data = ~3x slower

• Basic idea
– Only store examples at “boundaries”
– Learns a “forest” of search trees
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Boundary Forest “Training”
Ground Truth Boundary Tree
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Performance & Scaling
Boundary Tree 1-NN
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Performance & Scaling
1 Tree 10 Trees
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Works Well on Other Problems!

Handwritten Digits
• Dataset: 60k images
• Accuracy: > 97%
• Speed: < 3 ms/image
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Take-Home Points
• Machine Learning is an exciting field!

– Systems that get better with data
– Can be applied to many problems

• The increasing availability of digital systems and cloud 
computing offers many opportunities for applying Big 
Data to solve many world problems, with scalable ML

• k-Nearest Neighbors learns to predict outcomes by 
comparing to “close” examples

• The Boundary Forest algorithm achieves accuracy 
similar to kNN but scales much better
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The End :)
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