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3. Questions

Multi CPU speedup

while !stopping criteria do

for a € F' do > x-update
Can‘ we use‘ the ADI\/II\/I to auto.mgtm.aHy T(a,00)¢ PTOXys, oo\ (M(ap))
exploit parallelism In general optimization end for & Opti .
. . . T timal control: What is the best
without having to write problem specific for (a,b) € £ do > m-update © P . .
T s = g8 s sequence of K inputs that filters
parallel code? ) (a,b) SIF (a2 .
end for perturbations?
N q q GPU? for b € V do > z-update f: T ey
O wWe get good speedup on a i minimize ) q"(£)Qrq(?) des B ety =
I I P P 2b < 2 acab p(a,b)m(a,b)/zaeab P(a,b) = e >ijii)_;pi“_(t)w
| end for . e Sl 7 (), u(t)
s there an advantage on using a GPU vs for (a,b) € E do > u-update 24+ 1) — a(t) = Ag(t) + Bult) vt }q((gw;%qi?;t
other parallel frameworks? U(ab) < Uab) + %ap)(T(ap) — 2b) a(0) = t
end for
Qur numerical experiments with three for (a,b) € E do > n-UDEIS
different domains say Pa,b) T 26 7 Hah)
end for 2

YE S end while

) 15 20
Number of cores




